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 Recommendation systems 
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 Collaborative filtering

 Content-based approach 

Preferences: 

Movie A 

Movie B 

Preferences: 
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Suggests 

Movie C to 

User 1 
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collaborative filtering systems 

 Contents-based recommendation systems
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 Netflix

 Rotten Tomatoes 

 Movielens

 IMDb

 Jinni
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 content-based 

based on the computation 

of  plots similarity 

  Plot-based Recommendation System 
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Local Movie Database 

movie selected 

by the user 



8 



Local Movie Database 

movie selected 

by the user 
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 Internet Movie Database (IMDb) 

 Dbpedia 

 Open Movie Database (TMDb) 



 MongoDB
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Cast&Crew 

Movie Person 

IMDB Movie 

Collection 

IMDB Personality 

Collection 

TMDB Film 

Collection 

IMDB Cast 

Collection 

TMDB Person 

Collection 

TMDB Production  

Collection 

Dbpedia  Movie 

Collection 

Dbpedia Actor 

Collection 

IMDb: 

2,280,354 films  

4,780,533 personalities 

DBPEDIA: 

764,000 persons 

72,000 films  

TMDb: 

69,000 movies 

 

Dbpedia Crew 

Collection 
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keyword1 keyword2 … 

plot a 

plot b wb,2 

plot c 

The weight of  keyword 2 

according to plot b 

Vectors that represent 

two different plots 
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 tf-idf  log

 matrix T 

Latent Semantic Analysis 
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frequency of  the keyword k 

in the vector v 
depends on the number N of  

vector descriptions in the corpus 

and on the number of  vector 

descriptions in which the keyword k 

appears 

 

frequency of  the keyword (kj) 

in the vector description (di) 

number of  vector 

descriptions within 

the corpus 
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 LSA







topic space



15 







16 

 tf-idf  

LSA

vectors generated by 

using the tf-idf 
technique 

vectors generated by 

using the LSA 
technique 
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 Each keyword might be replaced by its meaning 




